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Abstract

In this paper the Social Institutions and Gender Index (SIGI) is constructed with

Principal Component Analysis (PCA) and Partial Least Squares (PLS). Using the

SIGI, we test the effects of social institutions related to gender inequality on sev-

eral development outcomes, such as female education, fertility, child mortality and

corruption, controlling for relevant determinants. As the measure of corruption we

use the Corruption Perception Index (CPI), considering alternative weighting pro-

cedures using PCA and PLS. We find that gender inequality in social institutions

has significant effect on fertility and corruption regardless of the weighting proce-

dure, while for female education and child mortality only the SIGI based on PLS

generates significant results.
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1 Introduction

Gender inequlity not only deprives the women of basics freedom, but also hinders the

development of the society, e.g., it has been found to cause ill-health, low overall human

capital, bad governance, and lower economic growth (Branisa et al., 2013; Sen, 1999).

This study focuses on the social institutions related to gender inequality, which shape

societal practices and legal norms, ultimately producing gender inequality.

To measure a latent concept such as the social institutions related to gender inequal-

ity, a composite index is a natural approach. We build new composite indices besed on

the indicators included in the Social Institution and Gender Index (SIGI; Branisa et al.,

2013). The quality of a composite index depends on the weighting scheme. In Branisa

et al. (2013) weights of the SIGI are derived as a mixture of polychoric principal compo-

nent analysis (Kolenikov and Angeles, 2009) and the authors’ judgement, which can be

subjective. Therefore, we change the weighting scheme to Principal Component Analysis

(PCA; Hotelling, 1933). However, PCA works when the largest variations in the variables

building composite indices are informative, but in practice this is not always the case.

We additionally use Partial Least Squares (PLS; Wold, 1966b) to derive weights, which

considers the relationship between outcome variables and the variables building composite

indices. Consequently, PLS often works well even when informative variations in the vari-

ables are small. When coefficient estimates from Principal Component Regression (PCR)

are insignificant and Partial Least Squares Regression (PLSR) show significant coefficient

estimates, we can suspect that PCA doesn’t work well due to large noise. On the other

hand, when both PCR and PLSR show insignificant coefficient estimates, we can be more

sure about no relationship. Using PLS to derive weights has the following additional ad-

vantages. First, PLS usually builds composite indices better for the prediction of outcome

variables compared to PCA when only few number of PCA or PLS scores are used (Naes

and Martens, 1985). Second, a comparison between PCA and PLS weights shows which
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variables are particularly relevant for the prediction of a certain outcome variable.

The SIGI with new weights will be used to test the effects of social institutions related

to gender inequality on various gender outcomes. In analogy to Branisa et al. (2013), we

take female education, fertility, child mortality and corruption as the outcome variables.

Branisa et al. (2013) found that the SIGI as a whole did not have an impact on these

outcomes once control variables were included. They did, however, find that particular

sub-indices of the SIGI had a significant impact on these outcome variables. We want to

investigate here whether these results change if the SIGI is generated using PLS or PCA.

In particular, we would like to investigate whether the reweighted SIGI as a whole has

an impact on these outcomes. The weights of the SIGI that lead to such a significant

relationship would then also yield new insights about the components of social institutions

that are particularly relevant for different development outcomes. We perform a linear

regression analysis for each outcome variable, while relevant control variables are added

based on the literature. We check the non-linearity of the control variables and adjust

the empirical model accordingly based on model selection criteria. Additionally, most

indicators that are included in the SIGI are non-metric, for which special treatments are

necessary to apply PCA and PLS. We compare various treatments for non-metric variables

in terms of model selection criteria and choose dummy coding as the most appropriate

treatment.

As we investigate the relationship between the SIGI and corruption, we use the Corruption

Perception Index (CPI; Transparency International, 2013) as a measure of corruption.

The CPI assigns weights via a simple average, which is appropriate when all variables are

equally important, but it is not clear whether this condition is satisfied. One can suspect

that many varaibles in the CPI have high measurement errors and some variables are

emphasized without clear reasons. We modify the CPI by preparing variables differently

and changing the weighting procedure to PCA and PLS and check the relationship between
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the SIGI and corruption again.

The rest of this paper is organized as follows. Section 2 recapitulates PCA and PLS

algorithms. Section 3 discusses the data. Empirical analyses follow in Section 4. In

Section 5, we create new CPIs with different weighting schemes. Then we conclude.

2 PCA and PLS Algorithms

We recapitulate PLS and PCA algorithms in the following. Consider a regression model

Y = Xβ + ε, where Y ∈ RN×R, X ∈ RN×K , β ∈ RK , R, K ≤ N and ε ∈ RN with

E(ε|X) = 0 and cov(ε|X) = σ2In. Note that outcome variables can be multivariate. In

the following, we restrict our attention to the case where we have only a single interesting

score from X or Y respectively. It is common in practice to assume the unidimensionality

of a composite index, e.g., the KOF Index of Globalization (Dreher, 2006) and the wealth

index (Rutstein and Johnson, 2004; Kolenikov and Angeles, 2009). Alternatively one can

decide the number of scores based on model selection criteria (Wold et al., 1983; Zwick

and Velicer, 1986), which is not pursued here.

Both PCA and PLS build the first score as a linear combination of the columns of regressor

matrix and regressand matrix, that is t1 = Xw1 and u1 = Y c1. PCA builds the first score

by maximizing the empirical variance of the score in terms of the weights.

w1 = argmax
‖ωX‖=1

t′1t1 = argmax
‖ωX‖=1

ω′XX
′XωX

c1 = argmax
‖ωY ‖=1

u′1u1 = argmax
‖ωY ‖=1

ω′Y Y
′Y ωY ,

where t1, u1 ∈ RN , w1 ∈ RK and c1 ∈ RR. The solution is the first eigenvector of X or Y

respectively (Maitra and Yan, 2008). The first PLS score is identified by the maximization

4



of the empirical covariance between the first score from X and Y .

{w1, c1} = argmax
‖ωX‖=‖ωY ‖=1

(t′1u1)
2 = argmax

‖ωX‖=‖ωY ‖=1

(ω′XX
′Y ωY )2.

There are several algorithms to calculate the PLS weights (de Jong, 1993). In composite

index applications weights are to be interpreted as the relative importance of the variables

building a composite index.

3 Data

In this section we explain variables, that build the SIGI, our outcome variables and control

variables. We take the concepts and data from Branisa et al. (2013) to build the SIGI.

The SIGI is composed of 12 variables, which are divided into five blocks, and each block of

variables builds a subindex. The subindices are generated by scaling the first polychoric

PCA score (Kolenikov and Angeles, 2009) on domain [0, 1]. Then the subindices are

squared and averaged to build the SIGI. The data cover about 100 non-OECD countries

and the indicators are coded so that high value represents high gender inequality. The five

blocs or dimensions of social institutions considered in the SIGI are family code, civil

liberties, physical integrity, son preference and ownership rights. Family code

is about the decision making power of women in the household, which is measured by the

prevalence of early marriage (Early marriage), the prevalence of polygamy (Polygamy),

whether women can become legal guardian of children or have custody right after divorce

(Parental authority) and whether women have the rights to inherit (Inheritance). Civil

liberties concern the freedom of social participation of women. They are measured by

whether women can move outside freely without having to be escorted by men (Freedom

of movements) and whether it is obligatory to wear a veil (Freedom of dress). Physical

integrity refers to the violence against women, which is measured by the existence of
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legal protection for women againt rape, assault and sexual harrasment (Violence against

women) and the prevalence of female genital mutilation (Female genital mutilation). Son

preference measures the gender bias in mortality of girls compared with boys (Son

preference), which is caused by sex selective abortion or inadequate care. Ownership

rights cover the rights of women to several types properties. They are measured by the

access to land (Womens’ access to land), credit (Womens’ access to credit) and properties

other than land (Womens’ access to property other than land). Early marriage and female

genital mutilation are numerical variables and other indicators are ordinal variables.

We aim to test whether female education, fertility, child mortality and corruption are af-

fected by the SIGI using the same hypotheses and measurements as Branisa et al. (2013).

According to the hypotheses made in that paper, more gender inequality reduces female

education, increases fertility, child mortality and corruption. Female education is mea-

sured by female gross secondary school enrollment rates (World Bank, 2008), which is

the number of children in school divided by the population who are supposed to be in

school by age in percent scale. Fertility is measured by total fertility rates (World Bank,

2009), which is the average number of birth to a woman in her lifetime. Child mortality

is measured by child mortality rates (World Bank, 2008), that is under five mortality per

1000 live births. We take the Corruption Perception Index (CPI, Transparency Interna-

tional, 2013) as a measure of corruption, which is scaled from 0 to 10 with higher value

indicating less corruption.

The control variables are taken from representative models from Branisa et al. (2013). All

regressions control for the level of economic development, religion, region and the political

system in a country. The level of economic development is measured by the log per capital

GDP in constant price (log GDP, US$, PPP, base year 2005). Religion is measured

by a Muslim majority dummy (Muslim) and a Christian majority dummy (Christian).

Region dummies include East Asia and Pacific (EAC), South Asia (SA), Middle East and
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North Africa (MENA), Latin America and Caribean (LAC) and Europe and Central Asia

(ECA). Sub-Saharan Africa (SSA) is the left out category. Political system is captured by

the Electoral Democracy Index (Electoral democ.) and the Civil Liberties index (FH civil

liberties) from Freedom House (2008), but for the corruption regression the Civil Liberties

index is substituted by Polity 2 (Polity 2, Monty G. Marshall, 2013). The Civil Liberties

index is coded in a way that high value means better analogous to other two variables.

For the corruption regression, several additional control variables are added. Women’s

representation is controlled, which are measured by the proportion of female legislator

(Parliament), the female share in professional, technical, admistrative and managerial

positions (Managers) and women’s share of labor force (Labor force), where all three

variables are taken from World Bank (2008). We add ethnic fractionalization (Ethnic

frac., Alesina et al., 2003), literacy rates (Literacy pop., United Nations Development

Programme, 1995), trade openness (Openness, World Bank, 2008), a dummy indicating

that a country has never been a colony and a British colony (Not colony, British colony,

Correlates of War 2 Project., 2003).

Following Branisa et al. (2013), we take the average over five or six years (2000 or 2001-

2005) for the regressands. The average over 10 years (1996-2005) is taken for the control

variables.

We take the complete observations from total 124 observations of non-OECD countries

for the regression analysis, which results in the number of observations for the female

education regression as 91, the fertility regression as 97, the child mortality regression

as 97 and the corruption regression as 85. We have checked whether there is a sample

selection from the regressands regarding the dropped and kept observations by comparing

the means using t-tests and the distributions using kernel density estimations and didn’t

find any suggestion of sample selection.
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4 Empirical Analysis

Our empirical analysis proceeds with three steps. First, we formulate an empirical model.

Second, we choose an appropriate treatments for non-metric variables in the SIGI when

PCA or PLS are performed considering model selection statistics. We take the possible

non-linearity between regressands and control variables into account during the selection.

Third, we interpret the results from the selected models.

Our empirical analysis uses a simple linear model in analogy to Branisa et al. (2013).

u = γ0 + SIGIγSIGI + ZγZ + ε,

where u is a regressand. The SIGI is the composite index and Z is a matrix containing

control variables. γ0, γSIGI and γZ are coefficient vectors of appropriate length and ε

denotes an error term. We denote γPCR = (γ0, γSIGI , γZ) when the SIGI is calculated via

PCA and γPLSR is analogously defined for the SIGI being calculated via PLS.

Next, we perform a model selection in terms of various treatments of non-metric variables

for PCA and PLS available in the literature. The prediction performance measured by the

estimated mean squared error of prediction (MSEP; Mevik and Cederkvist, 2004) via the

Jackknife is considered as the model selection criterion. We focus on dummy coding with

autoscaling because it performs usually good, albeit not always the best, and it is easy to

implement and interpret compared with competing methods. The following methods are

considered during the model selection. Note that the abbreviation in the parenthesis corre-

sponds to Figure 1. Dummy coding (dummy PCR/PLSR; Filmer and Pritchett, 2001),

multiple correspondence analysis (MCR; Greenacre, 2010) and regular simplex

method (RS-PCR/PLSR; Niitsuma and Okada, 2005) transform each unique category of

a non-metric variable to a variable. Optimal scaling method (OS-PCR/PLSR; Tenen-

haus and Young, 1985), non-metric partial least squares regression (NM-PLSR;
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Russolillo, 2009), categorical principal component analysis (CATPCR; Meulman,

2000) and normal mean coding (normal mean PCR/PLSR; Kolenikov and Angeles,

2009) scale each unique value of non-metric variables. Polychoric PCR (Kolenikov and

Angeles, 2009) assumes that observed ordinal variables are generated from discretizations

of multivariate normal latent variables. The variance-covariance matrix of the multi-

variate normal latent variables is estimated and used to calculate the weights of PCA.

Polyserial PLSR is analogous to polychoric PCR, except that the weights are based on

the polyserial correlation between outcome variable and ordinal variables. Ordinal PCR

and PLSR consider ordinal variables as if they were numerical variables. See Chapter ??

for a detailed summary of those methods. The approach from Branisa et al. (SIP.FGT;

2013) as explained above is considered as a reference.

Next, we checked for non-linearity of control variables. The data suggested that log GDP

has a non-linear effect on each outcome variable. We model the non-linearity by including

linear, square and cubic term of log GDP, since more complicated non-parametric fits were

not superior. In general, selected non-linear terms improved the estimated MSEP. The

female education regression includes the linear term of log GDP, the fertility regression the

linear and cubic terms, the child mortality regression the linear, square and cubic terms

and the corruption regression the linear and cubic terms. In Figure 1, the performance

of the various treatments in terms of the estimated MSEP under the selected non-linear

terms are reported.

We report not only the coefficient estimates in terms of the SIGI, but also in terms of the

variables building the SIGI. The coefficient estimates in terms of PCA or PLS score can
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Figure 1: Estimated MSEP of the various treatments for non-metric variables

MSEP is estimated via the Jackknife. PCA-based methods are colored white, PLS-based methods light
grey and arbitrary methods black. Ascending ranks in the parenthesis.
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be straightforwardly transformed back in terms of regressors.

u = γ̂0 + SIGIγ̂SIGI + Zγ̂Z + ε̂

= γ̂0 +XS−
1
2w∗1γ̂SIGI + Zγ̂Z + ε̂

= γ̂0 +Xβ̂SIGI + Zγ̂Z + ε̂,

where X contains the variables building the SIGI after dummy coding and S is a scaling

matrix, which is diagonal and containing the variance of each column of X. We report

β̂PCR = β̂SIGI and wPCA = S−
1
2w∗1 when the SIGI is calculated by PCA. When the PLS

score is used for the SIGI, β̂PLSR and wPLS are reported, which are analogously defined.

Table 1 shows the results of the linear regressions for the outcome variables on the SIGI

built by PCA and PLS. The PLSRs fit data better than the PCRs for all outcome variables,

which is visible through the higher R2 of the PLSRs than the PCRs. The estimated MSEP

of the PLSR is lower than the PCR for the female education and the child mortality

regression, i.e., for those models PLS is beneficial to improve prediction. The inferences

in the followings are based on the Jackknife standard error (Martens and Martens, 2000).

The SIGI based on PCA has no significant effect on female education and child mortality,

but the SIGI based on PLS is significant at 5% and 1% level. It suggests that the weights

generated by PCA generate a SIGI that has no significant impact on these outcomes, while

the SIGI generated by PLS has significant impact, where more gender inequality predicts

lower female education and more child mortality. Considering PLS works often better

than PCA when the important latent variable has small variations in the indicators, we

can suspect large measurement errors are problemetic in the PCA generated SIGI. On

the other hand, both SIGIs based on PCA and PLS are significant in the fertility and

corruption regression at 5% or 1% level. More gender inequality increases fertility and

corruption.
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Table 2: Weights and coefficients in terms of the variables building the SIGI for female
education

β̂PCR wPCA β̂PLSR wPLS

Parental authority 1 −0.62 0.232 −2.19∗ 0.409
Parental authority 2 −1.98 0.746 −1.78 0.332
Inheritance 1 −1.26 0.475 −2.20∗ 0.412
Inheritance 2 −1.48 0.560 −3.53∗∗ 0.660
Early marriage −4.35 1.642 −16.63∗∗ 3.109
Polygamy 1 0.13 −0.050 −0.95 0.178
Polygamy 2 −2.02 0.762 −4.29∗∗ 0.802
Freedom of movement 1 −1.61 0.606 −0.79 0.147
Freedom of movement 2 −3.63 1.368 −3.19 0.596
Freedom of dress 1 −1.35 0.510 0.55 −0.104
Freedom of dress 2 −2.88 1.087 −1.48 0.277
Violence 1 0.92 −0.345 0.77 −0.143
Violence 2 1.11 −0.417 1.81 −0.339
Violence 3 0.44 −0.164 1.90 −0.355
Violence 4 1.22 −0.462 2.69 −0.503
Violence 5 −0.32 0.122 −1.14 0.213
Violence 6 0.88 −0.333 0.70 −0.132
Violence 7 0.81 −0.307 0.58 −0.109
Violence 8 −1.15 0.434 −1.80∗ 0.337
Violence 9 −1.48 0.558 −2.03 0.379
Female genital mutilation −2.11 0.794 −6.10∗∗ 1.141
Son preference 1 0.07 −0.028 −0.24 0.044
Son preference 2 −1.62 0.611 1.45 −0.271
Son preference 3 −0.85 0.321 −2.46 0.460
Son preference 4 1.92 −0.724 1.01 −0.189
Womens’ access to land 1 −1.29 0.486 −2.24∗ 0.420
Womens’ access to land 2 −1.44 0.541 −4.43∗∗ 0.829
Womens’ access to loan 1 −1.41 0.530 −3.64∗∗ 0.680
Womens’ access to loan 2 −1.57 0.593 −5.00∗∗ 0.934
Womens’ access to property other than land 1 −1.44 0.542 −2.23∗ 0.417
Womens’ access to property other than land 2 −1.90 0.715 −3.97∗∗ 0.742

Note: *** p<0.01, ** p<0.05, * p<0.1. Jackknife standard errors. For all variables transformed by
dummy coding, base category has value 0. Higher value means more gender inequality.
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Table 3: Weights and coefficients in terms of the variables building the SIGI for child
mortality

β̂PCR wPCA β̂PLSR wPLS

Parental authority 1 1.09 0.211 5.75∗∗ 0.422
Parental authority 2 3.72 0.723 5.16∗ 0.379
Inheritance 1 2.46 0.478 5.04∗ 0.370
Inheritance 2 2.89 0.563 9.27∗∗ 0.680
Early marriage 8.75 1.702 40.91∗∗∗ 3.003
Polygamy 1 −0.11 −0.021 2.46 0.181
Polygamy 2 3.77 0.733 9.51∗∗ 0.698
Freedom of movement 1 3.13 0.608 1.52 0.112
Freedom of movement 2 6.71 1.304 1.42 0.105
Freedom of dress 1 2.53 0.492 −2.20 −0.161
Freedom of dress 2 5.51 1.072 −0.34 −0.025
Violence 1 −1.93 −0.375 −4.62 −0.339
Violence 2 −1.80 −0.351 −4.24 −0.311
Violence 3 −0.98 −0.190 −5.52∗ −0.406
Violence 4 −2.57 −0.500 −5.21∗ −0.382
Violence 5 0.53 0.102 −0.11 −0.008
Violence 6 −1.86 −0.362 −2.64 −0.194
Violence 7 −1.75 −0.341 −4.52 −0.332
Violence 8 2.04 0.397 5.17∗∗ 0.379
Violence 9 3.03 0.590 10.16 0.746
Female genital mutilation 4.14 0.805 15.66∗∗∗ 1.150
Son preference 1 −0.21 −0.040 1.53 0.112
Son preference 2 3.05 0.592 −5.50∗ −0.403
Son preference 3 1.31 0.255 0.75 0.055
Son preference 4 −4.05 −0.788 −6.59 −0.484
Womens’ access to land 1 2.67 0.520 5.67∗∗ 0.416
Womens’ access to land 2 2.65 0.515 11.43∗∗ 0.839
Womens’ access to loan 1 2.88 0.560 10.13∗∗∗ 0.744
Womens’ access to loan 2 2.86 0.557 9.76∗ 0.716
Womens’ access to property other than land 1 2.92 0.567 5.56∗∗ 0.408
Womens’ access to property other than land 2 2.88 0.561 10.38 0.762

Note: *** p<0.01, ** p<0.05, * p<0.1. Jackknife standard errors. For all variables transformed by
dummy coding, base category has value 0. Higher value means more gender inequality.
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Table 2 shows the PCR/PLSR coefficients in terms of the variables building the SIGI

from the female education regression and the weights. No variable has a significant effect

in the PCR. On the other hand, high inequality in inheritance, early marriage, high

prevalence of polygamy, female genital mutilation, high inequality in women’s access

to land and properties other than land and high and medium inequality in women’s

access to loan have significant negative effects on female education in the PLSR. These

variables are particularly relevant for the prediction for female education, considering

the better prediction performance of the PLSR. A comparison of PLS weights vis-à-vis

PCA weights show which variables are important to build a composite index relevant to

female education. Early marriage, medium prevalence of polygamy, medium restriction

on freedom of movement and a moderate level of violence against women (Violence 3)

are emphasized by PLS, while high level of inequality in parental authority, freedom of

movement, freedom of dress, some parts of violence against women (Violence 1, 6 and

7) and stong son preference (Son preference 4) are understated. For medium level of

inequality in freedom of dress and low level of son preference (Son preference 1 and 2)

PLS and PCA weights have opposite signs.

Table 3 is from the child mortality regression. We do not see any significant variables

in the PCR, whereas medium inequality in parental authority, high inequality in inheri-

tance, early marriage, high prevalence of polygamy, high level of violence against women

(Violence 8), female genital mutilation, medium and high inequality in womens’ access to

land and medium inequality in women’s access to loan and property other than land are

significant in the PLSR. These variables can be considered to be important for the pre-

diction for child mortality. PLS weights emphasize medium level of inequality in parental

authority and understates medium high level of son preference (Son preference 3). For

medium prevalence of polygamy, medium and high level of inequality in freedom of dress,

a part of violence against women (Violence 5) and low medium level of son preference

(Son preference 1), PLS and PCA weights have opposite signs.
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For fertility and corruption regressions, the PLSRs and the PCRs show similar predic-

tion performance, while the PCRs show slightly smaller estimated MSEP. PLSR usually

outperforms PCR, because PLS algorithm draws information from outcome variable to

enhance prediction. However, too many control variables in fertility and corruption regres-

sions could have caused overfitting. Without the control variables, the PLSR outperforms

the PCR for both outcomes. Since a comparison between the PLSRs and PCRs will not

show the important variables, which matter for prediction for the models at hand, we do

not report the coefficients and weights here, but in Appendix A.

5 CPI

We suggest new aggregation methods to build the CPI in this section. After discussing

the motivation of this exercise, we review the data and aggregation method of the original

CPI. At the end we generate new CPIs and report the results.

We generate new CPIs for the following reasons. First, the Transparency International

(2013) uses an average to assign equal weights to the indicators in the CPI. Unless all the

indicators are equally informative, such a weighting procedure will deteriorate the quality

of the composite index. Therefore, we use PCA and PLS to assign weights, which work

either when the largest variations in the variables capture corruption, or when gender

inequality is actually related to corruption, which has some variations in the variables in

the CPI. Second, many indicators included in the CPI have high proportion of missing

values. Too many missing values will introduce unacceptable errors to the composite

index and cause failures to imputation. We will drop the variables with high proportion of

missing values and work with the remaining. Third, Branisa et al. (2013) take the average

of the CPIs from several subsequent years as the outcome variable, which we follow in

Section 4. The CPIs from subsequent years typically include some same indicators. An
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average over years will generate a composite index emphasizing the indicators appearing

often over years, which are not necessarily informative. For that reasons, each variable is

used not more than once as we create the CPI. Fourth, the CPI has two sources, surveys

and expert opinions. The CPI puts more weights on surveys than expert opinions, while

it is not clear that the former is more informative. We prepare the data differently, so

that surveys and expert opinions are more equally treated.

We prepare the data to build the CPI as follows. We work with the variables included

in the CPI as scaled by the Transparency International (2013). The variables are based

on surveys on various types of people with different foci of questions or various expert

opinions. The variables are of ordinal nature and transformed to numerical variables. The

transformation begins with calculating the ranks of available observations from a variable.

The subsample of the CPI from the previous year with the same available observations

as the variable are selected, sorted in decending order according to the ranks, and replace

the variable. For example, if a variable this year has three observations with a decending

ranking of Germany, France and Italy and the CPI from those countries from the last

year are 8, 9.5 and 5, the observations are scaled as 9.5 for Germany, 8 for France and

5 for Italy. The CPI from the previous year takes a value between 0 and 10 with high

value meaning less corruption. At the end, the transformed variable again takes a similar

scaling as the CPI from the last year. We pool all variables building the CPIs from 2002 to

2005, because we are interested in the level of corruption similar to the time periods of the

corruption regression in Section 4. Overlapping variables are dropped during the pooling,

so that variables appearing more often across years do not get too much emphasis. The

CPI from a certain year contains not only variables from the current year, but also lagged

variables up to 3 years. The CPI allows lags only for the variables from surveys, but not

from the variables from expert opinion. Consequently, the survey variables appear more

often than the expert opinion variables in the regressor matrix. When a composite index

is built as a linear combination of the columns of the regressor matrix, the survey variables
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are emphasized simply because they appear more often in the regressor matrix, while it is

not clear whether they are more informative than the expert opinion variables. Therefore,

when we drop variables during the pooling, we do not distinguish variables from surveys or

country experts contrary to the Transparency International (2013). With this procedure,

the expert opinion variables are treated more equally important as the survey variables.

The pooling approach has a caveat that the variables from different years have slightly

different scaling schemes, because the scaling scheme of a year depends on the CPI of

the previous year. Since the distribution of the CPI does not show high volatility for the

considered time periods, the pooling will not introduce large changes. At the end we have

90 observations for a regression analysis, which are complete for the variables building

the SIGI and control variables. However, the variables building the CPI have a lot of

missing values, which can be seen on the upper part of Figure 2. Obviously, imputation

is an important issue for this data set.

The Transparency International (2013) aggregates the scaled variables to build the CPI,

which involves a selection of observations, imputation and weights. Observations which

have less than three observed variables are dropped. When there are only small number

of indicators available, the quality of the resulting composite index is expected to be low.

Then the average over all available columns is taken to build the CPI score. Averaging re-

quires that all indicators are equally important. However, one can expect that the quality

of the indicators in the CPI to vary because of the various sources and the different foci

of questions. Taking available columns implies an imputation, which obviously requires

that missing data pattern is random. If a low value leads to a missing value, remaining

available variables will show systemetically high values than the actual corruption level.

Unfortunately, the data indicates that the missing data pattern is structured. The lower

part of Figure 2 shows the relationship between log GDP and the number of NA of each

observation by means of a scatter plot and a fitted line from a simple linear regression.

The slope is about -2 and significant at 1% level, which indicates that with decreasing
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GDP, there are more missing values. Considering that many poor countries have high

corruption, one can suspect structured missing data pattern. The Transparency Inter-

national (2013) stretches the distribution of the CPI, so that the variances of the CPI

remain similar across different years, which is not relevant for our cross-sectional analysis.

Table 4: Linear regressions with the SIGI built by PCA and PLS on the CPI

CPI
γ̂PCR γ̂PLSR

SIGI −0.92∗∗ −1.06∗

log GDP 0.98 1.30∗

Parliament 0.09 0.10
Managers 0.11 0.09
Labor force −0.01 −0.00
Electoral democ. −0.12 0.61
Polity2 0.13 0.06
SA −0.77 −0.87
ECA −6.53∗∗ −4.53
LAC −5.00∗∗∗ −2.29
MENA 0.73 1.78
EAP −3.29 −1.77
Muslim 0.02 −0.29
Christian 0.02 0.31
Ethnic frac. −1.04 0.24
Literacy pop. −4.36 −3.76
Openness 5.90∗ 2.98
Not colony 1.40 1.32
British colony 0.61 1.37
(Intercept) −6.22 −11.17
R2 0.44 0.57

M̂SEP 13.460 13.302
N 90 90

Note: *** p<0.01, ** p<0.05, * p<0.1. Jackknife standard errors.

We take the selection of the observations and the imputation method similar to the Trans-

parency International (2013), but drop low quality variables and change the weighting

procedure to PCA or PLS. We drop variables containing more than 40% of NA, because

they can introduce large errors during an imputation. The kept 15 variables are summa-

rized in Table 7. Then we keep observations which have at least 3 available observations
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Figure 2: Missing value patterns in the CPI data
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Table 5: Weights and coefficients in terms of variables building the SIGI for the new CPI

β̂PCR wPCA β̂PLSR wPLS

Parental authority 1 −0.21 0.232 0.26 −0.245
Parental authority 2 −0.66∗ 0.717 −0.65 0.612
Inheritance 1 −0.42 0.458 −0.44 0.418
Inheritance 2 −0.54∗ 0.588 −0.06 0.056
Early marriage −1.58∗∗ 1.714 −3.15∗ 2.957
Polygamy 1 −0.00 0.004 0.31 −0.287
Polygamy 2 −0.67∗∗ 0.726 −0.85 0.798
Freedom of movement 1 −0.53 0.575 −0.07 0.070
Freedom of movement 2 −1.26 1.362 −0.80 0.752
Freedom of dress 1 −0.46 0.496 −0.10 0.096
Freedom of dress 2 −1.05 1.132 −0.38 0.356
Violence 1 0.34 −0.369 −0.25 0.239
Violence 2 0.45 −0.488 0.27 −0.255
Violence 3 0.17 −0.189 1.26 −1.188
Violence 4 0.43 −0.468 0.66 −0.618
Violence 5 −0.10 0.109 −0.13 0.119
Violence 6 0.33 −0.356 −0.04 0.037
Violence 7 0.31 −0.339 0.13 −0.121
Violence 8 −0.37∗ 0.404 −0.56 0.525
Violence 9 −0.55 0.601 −0.21 0.200
Female genital mutilation −0.77∗ 0.832 −1.17∗ 1.100
Son preference 1 −0.06 0.067 0.60 −0.564
Son preference 2 −0.56 0.608 0.24 −0.226
Son preference 3 −0.23 0.248 0.24 −0.223
Son preference 4 0.72 −0.782 0.40 −0.380
Womens’ access to land 1 −0.46 0.501 −0.29 0.271
Womens’ access to land 2 −0.50 0.544 −0.57 0.538
Womens’ access to loan 1 −0.52∗ 0.562 −0.47 0.440
Womens’ access to loan 2 −0.54 0.585 −1.31 1.232
Womens’ access to property other than land 1 −0.52∗ 0.564 −0.11 0.100
Womens’ access to property other than land 2 −0.54 0.586 −0.82 0.768
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Table 6: Weights of the new CPI

cPCA cPLS

CU1999 0.617 0.487
CU2003 0.479 0.449
EIU2002 −0.211 0.286
EIU2004 −0.204 0.097
EIU2005 −0.147 −0.238
GI2002 0.008 0.058
MIG2004 −0.325 −0.013
MIG2005 −0.177 −0.188
WEF2000 0.193 0.210
WEF2002 0.141 0.297
WEF2003 0.139 0.277
WEF2004 0.136 0.245
WEF2005 0.133 0.217
WMRC2004 −0.129 −0.155
WMRC2005 −0.123 −0.187

following Transparency International (2013), while no observation is dropped from this

procedure. We take the weighted average of all available columns to build the CPI score,

where the weights are determined by PCA or PLS (NIPALS, Wold, 1966a; Puwakkatiya-

Kankanamage et al., 2014). Our choice of the NIPALS imputation is motivated by the

similarity to the original CPI procedure, one taking a weighted average, another a simple

average of the available columns. However, the NIPALS algorithm has the similar weak-

ness that it is not appropriate when the missing data pattern is non-random (p18, Nelson,

2002). A deeper investigation on the imputation strategies for the CPI data seems to be

fruitable, but we do not pursue it further here.

Table 4 shows the model fits using the new CPIs. Both SIGIs have negative effect on the

CPIs. The coefficient from the PCR is significant, but the coefficient from the PLSR is

only marginally significant. Nevertheless, even with the different definitions of the CPIs,

we find that with more gender inequality, there is more corruption. We note that the

R2 and the estimated MSEP from the PLSR and PCR are not comparable because the

outcome variables are constructed differently.
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Table 5 shows the coefficients in terms of the variables in the SIGI and the weights used

in the corruption regression with the new CPIs. Since the prediction performance of the

PCR and PLSR is not comparable, the PLSR coefficients cannot be considered to be

better than PCR coefficients in prediction and a comparison in weights is not informative

in building the SIGI relevant to corruption. Therefore, we will focus on the interpretation

of each column instead of comparing. Early marriage and high prevalence of polygamy are

significant predictors in the PCR and the PCA weights emphasize early marriage, strong

restrictions in the freedom of movements and dress. The PLSR shows only marginally

significant coefficient estimates and the PLS weights emphasize early marriage, moderate

violence (Violence 3), female genital mutilation and high inequality in womens’ access to

land. Table 6 shows the weights of the CPIs. PCA emphasizes the surveys from Columbia

University (CU1999, CU2003) and one expert opinion from Merchant International Group

(MIG2004), which shows a counter intuitive negative weight. The surveys from Columbia

University are important in PLS as well.

6 Conclusions

In this paper, we have built the SIGI using both PLS and PCA to determine the weights.

Based on the estimated MSEP (via the Jackknife), we have selected dummy coding as

the treatment of non-metric variables and also non-linear terms of control variables.

We have tested whether gender inequality has effects on female education, fertility, child

mortality and corruption. Our empirical model supports that with more gender inequality,

there is more fertility and corruption. On the other hand, for female education and child

mortality, we have have different results depending on whether we use PCA or PLS.

For female education and child mortality, PLS brings benefits in terms of prediction com-

pared with PCA. We could see which variables are particularly relevant for the prediction
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of those outcome variables by looking at the weights and the coefficients in terms of the

variables building the SIGI.

We have created new CPIs with PCA and PLS weights instead of using an average,

because it is arguable whether all variables in the CPI are equally important. Variables

with too many not available values are dropped to aviod possible large errors. Variables

to be included in the new CPIs are selected, so that certain types of variables do not

receive too much weights without clear reasons. We have found significant effects of the

SIGI on the new CPI based on PCA, while for the new CPI based on PLS the effects are

only marginally significant. At least one empirical model supports that with more gender

inequality, there is more corruption. The NIPALS imputation was employed because it

is similar to the imputation procedure of the original CPI, but it is questionable whether

the NIPALS is the best way of imputation for the variables building the CPI. Other

imputation approaches to the CPI can be investigated in the future.
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A Weights and coefficients from the fertility and CPI

regressions

Table 8: Weights and coefficients in terms of the variables building the SIGI for fertility

β̂PCR wPCA β̂PLSR wPLS

Parental authority 1 0.04 0.211 0.13∗∗ 0.435
Parental authority 2 0.14∗∗ 0.723 0.11∗ 0.386
Inheritance 1 0.09 0.478 0.11∗ 0.383
Inheritance 2 0.11∗ 0.563 0.19∗∗ 0.658
Early marriage 0.34∗∗ 1.702 0.88∗∗∗ 3.027
Polygamy 1 −0.00 −0.021 0.03 0.090
Polygamy 2 0.14∗∗ 0.733 0.21∗∗ 0.721
Freedom of movement 1 0.12∗ 0.608 0.03 0.098
Freedom of movement 2 0.26 1.304 0.12 0.400
Freedom of dress 1 0.10 0.492 −0.03 −0.092
Freedom of dress 2 0.21 1.072 0.07 0.239
Violence 1 −0.07 −0.375 −0.01 −0.042
Violence 2 −0.07 −0.351 −0.09 −0.321
Violence 3 −0.04 −0.190 −0.15∗ −0.527
Violence 4 −0.10∗ −0.500 −0.12∗ −0.402
Violence 5 0.02 0.102 0.03 0.096
Violence 6 −0.07 −0.362 −0.08 −0.285
Violence 7 −0.07 −0.341 −0.06 −0.201
Violence 8 0.08∗∗ 0.397 0.10∗∗ 0.353
Violence 9 0.12 0.590 0.18 0.603
Female genital mutilation 0.16∗∗ 0.805 0.35∗∗∗ 1.208
Son preference 1 −0.01 −0.040 −0.04 −0.139
Son preference 2 0.12∗ 0.592 −0.05 −0.166
Son preference 3 0.05 0.255 −0.01 −0.037
Son preference 4 −0.16 −0.788 −0.19 −0.650
Womens’ access to land 1 0.10∗ 0.520 0.14∗∗ 0.482
Womens’ access to land 2 0.10 0.515 0.24∗∗ 0.829
Womens’ access to loan 1 0.11∗ 0.560 0.20∗∗ 0.699
Womens’ access to loan 2 0.11 0.557 0.23∗ 0.792
Womens’ access to property other than land 1 0.11∗ 0.567 0.14∗∗ 0.464
Womens’ access to property other than land 2 0.11 0.561 0.20∗ 0.678

Note: *** p<0.01, ** p<0.05, * p<0.1. Jackknife standard errors. For all variables transformed by
dummy coding, base category has value 0. Higher value means more gender inequality.
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Table 9: Weights and coefficients in terms of the variables building the SIGI for the CPI

β̂PCR wPCA β̂PLSR wPLS

Parental authority 1 −0.05 0.233 −0.04 0.130
Parental authority 2 −0.17∗ 0.730 −0.07 0.222
Inheritance 1 −0.10 0.444 −0.07 0.222
Inheritance 2 −0.14∗ 0.607 −0.07 0.217
Early marriage −0.38∗∗ 1.622 −1.23∗∗ 3.666
Polygamy 1 −0.00 0.018 0.03 −0.093
Polygamy 2 −0.17∗∗ 0.736 −0.17 0.500
Freedom of movement 1 −0.15 0.661 −0.06 0.192
Freedom of movement 2 −0.32 1.355 −0.32 0.939
Freedom of dress 1 −0.12 0.533 −0.00 0.002
Freedom of dress 2 −0.27 1.137 −0.19 0.576
Violence 1 0.08 −0.350 −0.22 0.650
Violence 2 0.11 −0.460 0.02 −0.055
Violence 3 0.04 −0.152 0.34 −1.014
Violence 4 0.10 −0.440 0.26 −0.781
Violence 5 −0.01 0.042 0.15 −0.446
Violence 6 0.08 −0.328 −0.05 0.145
Violence 7 0.07 −0.308 −0.16 0.484
Violence 8 −0.09∗ 0.403 −0.14 0.423
Violence 9 −0.14 0.611 −0.19 0.566
Female genital mutilation −0.18∗ 0.780 −0.26∗∗ 0.761
Son preference 1 −0.02 0.088 0.11 −0.339
Son preference 2 −0.15 0.630 0.15 −0.449
Son preference 3 −0.12 0.507 −0.23 0.675
Son preference 4 0.17 −0.734 0.09 −0.270
Womens’ access to land 1 −0.11 0.492 −0.07 0.203
Womens’ access to land 2 −0.13 0.557 −0.26∗ 0.774
Womens’ access to loan 1 −0.13 0.538 −0.20∗ 0.596
Womens’ access to loan 2 −0.14 0.581 −0.35∗ 1.029
Womens’ access to property other than land 1 −0.13 0.555 −0.01 0.044
Womens’ access to property other than land 2 −0.14 0.601 −0.34∗∗ 0.997

Note: *** p<0.01, ** p<0.05, * p<0.1. Jackknife standard errors. For all variables transformed by
dummy coding, base category has value 0. Higher value means more gender inequality.
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